Guest Editorial

Current issues in biomedical text mining and natural language processing

The years since 1998 have seen an explosion in work in biomedical text mining (BioNLP) of both clinical text and the biomedical literature [1]. The work focusing on the literature has been particularly stimulated by three factors. One is simply the rapid increase in the rate of publication in general, as reflected in the growth in the contents of PubMed/MEDLINE, which has been exponential. Another is the growth in the use of high-throughput assays, which commonly produce lists of genes much larger than were seen in previous experimental methods. Interpreting these gene lists typically requires the digestion of large amounts of published literature. Finally, the construction of model organism and other databases has been unable to keep up with the rate of discovery of the entities that they describe [2]. Some have observed that BioNLP, serving as a curator aid, is a potential solution to this problem.

In the clinical domain, there has been a surge of interest in using electronic medical record (EMR) systems to improve the quality of care through decision support, evidence-based medicine, and outbreak and disease surveillance. To make full use of the information contained in EMRs, we have had to tackle the mass of textual data that make up a large portion of the patient record. Thus, there seems to be an increased demand for information retrieval and extraction tools for clinical narratives. In this special issue we begin with a methodological review titled “What Can Natural Language Processing do for Clinical Decision Support?” in which Demner-Fushman and colleagues examine the role NLP in point-of-care decision support [3]. They discuss the evolution of clinical NLP from early innovation to stable research at major clinical centers to a shift toward mainstream interest in biomedical NLP. Motivated by the demand for clinical language processing, the BioNLP community has shown renewed interest in the development of fundamental NLP methods and advances in NLP systems for clinical decision support.

Another contributor to the growth of BioNLP has been the availability of a wide range of resources suitable for analysis or tools for assisting in such analyses. These include no-cost textual sources such as PubMed/MEDLINE and PubMedCentral; a large variety of corpora [4]; ontologies and other lexical semantic resources, such as the Gene Ontology, UMLS, and the Semantic Network; databases such as Entrez Gene and DIP; and NLP pipelines for clinical information extraction [5,6]. These resources have provided grist for the processing mill, reference resources, shareable tools, and—in the case of the databases—both lexical resources and sources of gold-standard data for tasks like protein-protein interaction. Resources have tended to be more plentiful in the areas of biology and biomedical literature, but a few shared tasks [7,8] have made available de-identified clinical data sets. A new resource for clinical NLP is the University of Pittsburgh’s NLP Repository of one year’s worth of de-identified clinical reports for NLP research [9]. We suspect that as resources continue to grow, BioNLP research will continue to expand, and performance will increase.

Finally, government funding for work in this area has been an important stimulus to BioNLP research. One sign of the growth of work in BioNLP is this special issue, which garnered the largest number of submissions (33) that JBI has ever received in response to a single call for papers. The submissions broadly covered the field of BioNLP—from clinical to biological domains, from literature to clinical text genres, from knowledge-based to purely statistical methods, and from basic named-entity recognition to sophisticated analyses. Broad categories of work include document classification, named-entity recognition, ontology development, information extraction and coding, segmentation, genre analysis indexing, and summarization. We give here a brief description of the 19 accepted research papers (we also feature the one methodological review that was mentioned above); our summary itself gives a snapshot of the state of BioNLP today.

Biomedical NLP is expanding its reach to a variety of biomedical texts. Consistent with recent trends in biomedical NLP, over half of the articles (11 of 19) process the biomedical literature, and a quarter process physician-d dictated clinical reports (5). NLP systems are reaching beyond these traditional data sources to an assortment of temporal data, including disease outbreak reports [10], medical student clinical notes [11], and reports of randomized controlled trials [12].

One reason NLP systems are being developed for data sources beyond the literature and clinical reports is that many of the systems described in this special issue are application-driven—specific biomedical applications require information from text, and those requirements drive the NLP development. Applications driving development of methodologies described in this issue tend to be tailored toward semi-automated tools for aiding human beings in particular tasks.

For instance, in the first research paper in this issue, Fiszman and colleagues describe an automatic graphical summarization system (Semantic MEDLINE) to help physicians and scientists navigate the vast amount of information described in MEDLINE citations [13]. They have evaluated the summarization system’s ability to identify useful drug interventions for 53 diseases, and they show that the system increased both mean average precision and clinical usefulness over a baseline system. Similarly, in the next paper, Neveol and colleagues identify entities in MEDLINE citations, but with the goal of assisting human indexers in selecting the best MeSH heading/subheading pairs, using the National Library of Medicine’s Medical Text Indexer [14]. They experiment with combinations of NLP, statistical, and machine learning
techniques and measure which subheading attachments were selected by human indexers.

In the next paper, Denny and colleagues apply the KnowledgeMap system to the task of tracking medical students’ clinical experiences. They showed that it was possible to identify the extent to which students were exposed to core clinical problems by identifying UMLS concepts in the students’ dictated notes, providing a recall of 0.91 and precision of 0.92 without requiring additional work from medical trainees [11]. Doan and colleagues then describe their experiment with the text mining component of the BioCaster public health protection system, which aids humans in tracking and understanding disease outbreaks across the globe [10]. They have evaluated a text classifier for distinguishing between general disease-oriented news and infectious disease outbreak reports on the Internet and show improved performance over raw text when including features that take into account roles in combination with both named entities and semantic categories of disease-related nouns and verbs.

Aiding humans in developing ontologies by extracting potential candidate terms from published literature is the motivation for the next article, by Zheng and colleagues [15]. The authors seek to prioritize candidate terms objectively by quantifying each term’s relevance to the domain within the biomedical literature. Using two biomedical domains—the Gene Ontology and a Clinical Trial Ontology—they apply a computational method that utilizes a text mining approach based on the hyper-geometric enrichment test and demonstrate that a term’s over-representation in domain-related PubMed abstracts is an indication of that term’s relevance to the domain.

Like presentations in the AMIA tracks in foundational informatics and the Association for Computational Linguistics’ SIGBIOMED-associated meetings, the articles in this issue not only demonstrate methods for successfully addressing the goal of a specified application but also explore the foundational underpinnings of data sources and techniques, with hopes that understanding the underlying structure and characteristics of the task will ultimately lead to better modeling and improved performance of automated techniques. Studies address questions such as “How often do users address more than one subject in a PubMed query,” “How are historical findings exhibited in different types of clinical reports,” and “How are the intervention arms of a trial expressed syntactically.”

For instance, we turn to a paper by Lu and Wilbur in which they investigate the problem of grouping user queries in PubMed with the goal of facilitating studies of searching behavior [16]. They apply lexical and contextual analyses, achieving an accuracy of 90.7%, and find that a significant proportion of PubMed queries involve multiple, lexically-related queries. The subsequent paper, by Harkema and colleagues, investigates the portability of the ConText algorithm, an extension of NegEx, across various genres of clinical reports [17]. For six report genres the authors measured the prevalence of clinical conditions expressed as absent, hypothetical, historical, and experienced by someone other than the patient. They found that distributions of these contextual features were extremely varied and that the algorithm did not perform as well on some report genres. In the next paper, Chung investigates the role of coordinating constructions in describing the intervention arms of clinical trials [12], finding that interventions are most often described in coordinating constructions and developing a method for identifying coordinating constructions that performs with an F-measure of 0.78 using full syntactic parsing, predicate-argument structure, and other linguistic features. Then Rimell and Clark investigate parser retraining on biomedical text [18], showing that lexicalized grammar formalisms such as Combinatorial Categorial Grammar may allow for more successful domain-specific retraining than has been reported in previous work.

Foundational research is critical to boosting performance of NLP techniques beyond that obtained through generic approaches—if we want to advance the performance of our systems beyond the “80/20” often obtained through initial machine learning experiments, we need a deep understanding of the syntactic, semantic, and discourse characteristics of the data we are processing.

Development of NLP applications in the diverse areas represented in this special issue necessitates an extensive array of natural language processing methodologies, and authors of these articles illustrate successful examples of syntactic parsing, textual summarization, single and multi-class classification, segmentation, named-entity recognition, relation extraction, indexing to a standardized vocabulary, and encoding concepts and their characteristics. To accomplish these tasks, authors used wide-ranging techniques that take advantage of domain, statistical, and linguistic information. Although some studies focus on only one technique, the majority integrate multiple methods to accomplish their aims. Moving beyond the simple but successful n-gram representation of text for statistical classification, the objective of several studies was to determine which combination of linguistic and/or domain-specific features improved classification performance. These experiments leverage the power of statistical pattern matching while also integrating linguistic characteristics and expert knowledge, the combination of which we believe is essential to the holy grail of biomedical natural language understanding.

A number of papers deal with document-level classification. In the next paper, for example, Lan and colleagues investigate the problem of finding documents relevant to protein–protein interactions, using the BioCreative II dataset [19]. They investigated a number of novel and domain-specific features and improved performance over previous methods. Similarly, Goldstein and Uzuner’s paper investigates the classification of discharge summaries with respect to whether they mention obesity or one of its comorbidities [20]. They evaluate an approach based on specialized per-disease classifiers, comparing it to voting and stacking approaches, and find that it outperforms both of them.

The next set of papers deals with the named-entity recognition task. Nenadic and colleagues attempt the novel task of identifying only proteins that are transcription factors [21]. They achieve an F-measure of 0.52 on fivefold cross-validation, demonstrating the difficulty of the task of assigning specific semantic classes to the already constrained class of proteins. In the next study, Smith and Wilbur evaluate the contribution of seven different parsers to the task of determining whether a base noun phrase contains a gene mention, using the GENETAG corpus [22]. They show that information from the parsers improves performance on the task but that differences among parsers are negligible. Then Saha and colleagues investigate named-entity recognition for several biological semantic classes, using the JNLPBA data [23]. They explore the use of word clustering and selection techniques for this task and show that this approach could outperform other knowledge-free approaches. In the next article, Hsiao and colleagues use the UMLS to construct a hierarchical vocabulary of concepts related to brain function and experimental methods, developing a sophisticated named-entity recognition system for those concepts [24]. Their approach not only recognizes mentions of terms related to brain function and experimental methods, but normalizes them to concepts in the hierarchical vocabulary.

In the next set of papers, authors deal with information extraction and encoding. In the first study, Mykowiecka and colleagues discuss the development of systems for extraction of medical data about mammography reports and diabetes from Polish-language clinical documents [25]. The work is unusual both for its input language and for its completely rule-based effort to structure the task using an ontology. Then Coden and colleagues report on the use of an ontology, specialized for the cancer domain [26]. They
developed a system for semantic class recognition and relation extraction to the knowledge model, achieving a variety of performance levels that vary with the prevalence of the target in the input texts.

Finally, to close the issue, a small set of papers deals with corpora and annotation. First, Roberts and colleagues report on the construction of a corpus built from sampled text from 20,000 clinical records [27]. Annotation guidelines are given, along with lessons learned from the process. Then Peshkin and colleagues describe an annotation schema for binary relations, a publicly available distributed annotation tool, and a pilot annotation effort on autism [28]. Inter-annotator agreement of 75% is reported, suggesting that the annotation schema and approach are viable.

For all of the diversity of domains, genres, methods, tasks, and applications that we see represented in this special issue, there are still some areas that are missing. Cohen et al. [29] identified four application areas that have been underrepresented or absent in BioNLP research: usability, utility, portability, and robustness and reliability. We note that these are similarly mostly absent from the papers in this issue, although one article [13] presents a novel clinical usefulness metric. The topic of portability appears, but only in the sense of portability across genres [17]—there is no discussion of systems that can be ported by non-text-mining-expert users. As BioNLP systems evolve from the lab to use in real settings, we expect to see more investigations addressing these critical measures of success.
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